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Abstract-The results of an experimental investigation are reported of the development of the turbulent 
boundary layer with surface mass injection. Two injectants were employed, air and freon, with normalized 
injection rates up to 0.8 per cent of the free-stream mass flux. 

For air injection the present data are in very close agreement with the measurements of Simpson et al. [3] 
exhibiting a weaker effect of injection on the local skin friction coefficient than the other investigations of 
this flow. 

With Freon injection, even though density variations occur between the wall and the free stream as high as 
4: 1, the measured velocity profiles are little different from those obtained with the same rate of air injection. 
Both mean velocity and concentration profiles become self-preserving after a short initial development 
region. Comparison of mixing-length and turbulent-Schmidt-number distributions also show no discernible 

difference from those obtained in uniform density flows. 
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NOMENCLATURE 

friction coefficient; 

integration constant in equation (6) (5.75); 
diffusional flux; 
mixing length constant; 
mixing length; 
mass fraction of foreign gas; 
mass-transfer parameter, pwuw/pGuG; 

momentum thickness Reynolds number, 

&-Iv; 
Reynolds number based upon x; 
turbulent Reynolds number 

Y&Z; 
V 

mass-transfer Stanton number 

Y, 
+ 

Y 3 

YF, 

6 1’ 

6 2’ 

V, 

c, 

normal distance from surface; 
normalised cross stream distance 

Y(&F). 
v . 

thickness of concentration boundary layer; 
displacement thickness; 
momentum thickness; 
kinematic viscosity; 
Schmidt/Prandlt number; 
shear stress; 
normalized mass fraction 

(m - 4 
(rn,“- m,) ; 
function defined in equation (5); 
density. 

Jw 
pcuc(mw - mu) ’ 
streamwise velocity; 

.,:__A .._I __:r 
.Y u/JIQZ 
tt wall; 

normarrLeu VCIOC;II 
injection velocity i 
distance in streamwise direction ; 
virtual origin; 

Subscripts 
G, free stream value; 

refers to mass-transfer parameters 
value in absence of transpiration; 

. . . 
t, equivalent turbulent value; 
W, wall value. 
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1 INTRODUCTION 

INTEREST in the behaviour of the turbulent boundary 
layer on a porous surface was stimulated principally 
by developments within the gas-turbine industry over 
the last decade. By the early 1960’s it had become clear 
that, to attain the projected increases in turbine inlet 
temperature from one generation of engine to the next, 
a more effective means of protecting blade surfaces 
would soon be needed than that offered by conven- 
tional internal blade-cooling techniques. The passage 
of air through the blade surfaces provided just such a 
means of achieving the necessary thermal protection. 
Two main cooling processes have been considered: 
“film cooling” where, in an idealized model, cool 
fluid is injected through a slot in the blade surface as 
nearly tangential with the surface as design considera- 
tions permit; and “transpiration cooling” wherein the 
blade material is porous and the passage of cooling 
fluid from the interior to the exterior of the blade 
takes place over all, or nearly all, of the blade surface. 

Recently prospects seem to have receded of actually 
employing in commercial use a pure version of a 
transpiration-cooled blade. Nevertheless, the bound- 
ary layer developed on a permeable wall remains of 
considerable interest because surface mass transfer 
will radically alter the distribution of shear stress 
across the flow from that found on an impermeable 
wall. Experimental data of such flows can thus offer 
a searching test of the appropriateness of any model 
proposed for simulating the turbulent flux processes. 

The earlier investigations of the problem (e.g. [ 1,2]) 
served mainly to show what considerable care in the 
design of the test section was needed to secure a two- 
dimensional, well identified transpired boundary layer. 
More recently the work of Simpson [3] set new stan- 
dards in respect of the scope of the investigation and of 
the precautions taken to secure accuracy; the data 
obtained in this study suggested a weaker influence of 
blowing on surface friction than earlier investigations. 
Squire [4] concluded from a re-examination of the 
data, however, that the quoted variation of c/ was 
not that which was implied by a 2-dimensional 
momentum balance. 

The present experimental study has provided 
extensive new data of transpired boundary layers 
both for air and for freon injection. From the former 
data we attempt to resolve the discrepancies between 
[3] and [4]. The measurements of freon injection 
extend data of heavy-gas transpiration to density 
ratios and injection rates an order of magnitude 
higher than those measured by Dunbar and Squire 
[5]. Extensive measurements have also been made of 
flows in non-zero pressure gradients; these data are 
presented in a companion paper [6] which considers 

principally the problem of predicting the behaviour of 
transpired boundary layers. 

Although the present paper is concerned mainly 
with experiments, it will serve later discussion to 
summarize the outcome of applying the Prandtl 
mixing-length hypothesis to flow near a permeable 
wall. Provided pressure gradients are small or absent, 
streamwise convective transport of momentum is 
negligible over the 15 per cent of the boundary layer 
closest to the wall. For this region, the momentum 
and continuity equation may be combined to yield: 

pvwu = 7 - ?W. (1) 

Except in the immediate vicinity of the wall, molecular 
contributions to the shear stress are negligible; the 
total stress may thus be replaced by the turbulent 
stress, 2, which by the mixing-length hypothesis may 
be replaced by: 

au au 
7, = pi2 - - I I ay ay (2) 

where I is the so-called mixing length. Near an imper- 
meable wall the linear mixing-length variation: 

1 = ky (3) 

is known to agree with experiments. Assuming, 
therefore, that blowing does not affect the mixing 
length profile, equations (lH3) may be combined to 
give : 

dy+ du+ 
ky+= (1 + Gw+U’)f (4) 

where plus superscripts denote that the quantities 
have been non-dimensionalized with the friction 
velocity, 4(7,/p) and kinematic viscosity. Integration 
of (4) followed by obvious manipulation gives the 
following expression for the variation of velocity with 
distance from the wall: 

$+ = 2u+/[(l + vw+u+)+ + l] = t In y+ +f+v,‘f + c. 

(5) 

The form of (5) is chosen so that the function of inte- 
gration,ftvz f is zero for no transpiration; the velocity 
profile then takes the familiar form : 

u+ = iIny+ + c (6) 

where the constants k and c are equal to about 042 
and 5.5 respectively. 

The appropriate functional form of ffvw+ f was, 
and still is to some extent, a fundamental point of 
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controversy. Its value depends on the distribution 
of 1 in the immediate vicinity of a wall where equation 
(3) is not valid even on an impermeable wall. Here we 
mention that Stevenson [7] deduced from his own 
and McQuaid’s [8] data that ffuWj was effectively 
zero while Black and Sarnecki [9] proposed that: 

+ kin 
[ 

V+ 

In (1 ;r; u,‘) 1 
+C (7) 

a form which corresponded closely with an earlier 
proposal of Rubesin [lo] and which displays some- 
what greater sensitivity to u,’ than Van Driest’s [ll] 
recommendation. 

The data of Simpson et a[. [3] agreed with none of 
the above proposals, displaying about twice the 
dependence on u,’ implied by equation (7). In section 
3 we draw comparison among the various proposals 
for f(uz) and the present data. First, however a short 
description of the apparatus and validation tests are 
provided. 

1. APPARATUS INSTRUMENTATION ANJI PRELIMINARY 
TESTS 

Measurements were made in the open circuit test 
facility shown schematically in Fig. 1. The primary 
air flow was provided by a centrifugal fan driven by a 
10 h.p. A.C. synchronous motor; it was supplied to 
the test section by way of a settling chamber and a 12 
to 1 contracting section producing a turbulence level 
at the exit of less than @25 per cent in a stream at 
nominally 100 ft/s. The test section was 48 in long 

with a 12 in x 8 in cross section, and utilized an ad- 
justable roof to provide streamwise pressure gradients. 

The test plate which formed the floor of the test 
section included a boundary layer bleed, and porous 
and impermeable sections which could be assembled 
in different arrangements. The porous surface was 
provided by a porosint sintered bronze plate 20 in x 
12in x 0.25in made from grade A particles. In 
general the pressure drop through the plate was 
sufficiently large to ensure that streamwise pressure 
gradients along the plate had a negligible effect upon 
local injection rate: in cases where the injection rate 
was low and the streamwise pressure gradient high, a 
correction to the local injection rate was calculated 
from the local pressure drop. 

The secondary gas flow, supplied either from a bank 
of bottles or from a compressed-air line, entered at the 
base of the plenum, as shown in Fig. 2. The secondary 
flow rate was metered by a specially calibrated set of 
interchangeable orifice plates. and except for the 

highest injection rate with bottled gas, was held 
steady within 1 per cent over the duration of any test. 

Total head profiles across the boundary layer were 
obtained by means of a conventional pitot tube with 
an internal tip height of O+N5in. Static pressure 
profiles were measured using a standard four-hole 
probe of the same geometrical proportions as the 
total head probe (in an attempt to eliminate any 
blockage effects caused by the probes). Concentra- 
tion measurements employed a probe identical to the 
total head probe except that small bore tubing was 
used internally to reduce flushing times ofgas samples. 
All the probes fitted into a boundary layer traversing 
mechanism with a 2-in micrometer adjustment and 
electrical sensing device for zeroing the probes. 

Screens 

Contraction 1214 

20 in centrifugal 
imp 

and plenum regulator filters 

Scale Ift = 112 in 

FE. 1. General wind tunnel arrangement. 
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FIG. 2. Porous plate. 

The total and static pressures obtained with the 

probes, were measured with a specially constructed 
vertical U-tube reservoir-type manometer in which a 
telemicroscope was employed to detect changes in 

height of the liquid column. This instrument was more 
reliable and had a faster response than an inclined 
manometer while retaining a sensitivity of 0001 in of 
water. 

Concentration measurements were made with a 

Pye ‘104’ Isothermal Katharometer Chromatograph 
which had been extensively modified to produce a 
continuous sampling instrument. The modification 

enabled readings to be taken more quickly but had 

the effect of reducing sensitivity of the instrument 
compared with its original mode of operation. Since, 
however, we were interested in measuring relatively 
high gas concentrations the loss of sensitivity was 
tolerable. Basically, equal flow rates of the sample and 

a reference air stream, were drawn through the 
Katharometer head located in a constant temperature* 
oven. The different thermal conductivities of the two 

streams was manifested by a voltage imbalance 
recorded by the Katharometer, the calibration of 
which had previously been determined by passing 
known mixtures through the instrument. This calibra- 
tion was generally insensitive to 5 per cent imbalances 
in the flow rates of the two streams. Figure 3 shows 
that the concentration was invariant over a sampling 
rate range of l&lOOml/min; a standard sampling 
rate was therefore adopted of 60 ml/min which corre- 
sponded to a probe tip velocity of approximately 
10 ft/s. 

* Within O.l”C at 50°C. 

The measurement of the surface concentration 
level was achieved by a technique which involved 
withdrawing samples through tubes (0.015 in o.d.) 

imbedded in the plate with their openings flush with 
the surface, as shown in Fig. 2. On testing the instru- 

mented plate, it was discovered that the surface 
concentration still increased as the sampling rate was 
lowered to 10 ml/min. As this was the lowest sampling 
rate that could be tolerated through the Katharo- 
meter, we resorted to a multi-hole sampling technique 
in which samples were drawn from all eight holes on 
the plate at once: the reading was then repeated 

except that the tube at the point where the concentra- 
tion was required was disconnected. The concentra- 
tion at the point was then obtained from the formula 

m w = 8mw s - 7m,,, , (8) 

where mW B and mW , denote the average wall- 

concentrat’ion levels bbtained with 8 and 7 tubes 
respectively. Figure 3 shows that with this technique, 
the indicated wall concentration was constant in 

value when the flow rate through any single hole was 
below 3 ml/min, i.e. 0.25 ft/s. 

The variation of porosity over the plate surface was 
measured and found to be uniform to within + 5 per 
cent along the centre line. There was, in fact, a small 

variation in porosity from front to rear which is well 
fitted by the equation: 

V 
local 

= fi(1.0 - 0.0248x + 0.00342x2 - O~OO0101x3) 

(9) 

where x denotes the downstream distance in inches 
from the start of the porous section. The porosity 
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FIG. 3. The effect of sampling rates on wall and probe concentration measure- 
ments. 

distribution was measured agam half way through the 
test programme; no significant differences were 
observed. 

The two-dimensionality of the flow through the 
test section was explored with the impermeable test 
plate inserted. Mean velocity profiles were measured 
at 2-in intervals along the plate and the local skin 
friction coefficient, c,, derived from a mean momen- 
tum balance as described in the Appendix 1. The 
velocity profiles were plotted in “universal” co- 
ordinates, II+ N y+, as shown in Fig. 4; it is evident 

that for an appreciable region near the wall the 
velocity profiles at all positions collapse onto a single 

curve, and that a straight line fitted to this region has 

the form: 

u+ = 1 
-lny+ + 5.75. 
0.425 (10) 

Equation (10) implies, over the region of interest, a 
relationship between U+ and y+ almost identical with 
those proposed by Pate1 [12] and many other workers. 
We may thus reasonably infer that the values of wall 

x - I I”. x X. 14 I” . 

x*2in.O I . 18 in. . 
*-41n.D I*22ln.. 

x -6 in. A x * 26 in. l 

I = 6 in. 0 x.30in. * 

I *IO in. n 

Yt 

FIG. 4. U, - y+ profiles along the impermeable surface in zero pressure gradiem. 
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FIG. 5. Skin-friction coefficient vs Reynolds number RX--comparison 
of various measurements on the impermeable and porous surface. 

shear stress deduced from a 2-dimensional momentum 
balance are substantially correct and, hence, conclude 
that the flow is indeed sensibly two dimensional. 

The final preliminary test was to ascertain that the 
porous plate was aerodynamically smooth. Figure 5 
compares the variation of cf along the smooth and 
impermeable plates. The differences amount to no 
more than 4 per cent and may therefore be thought 
negligible. Moreover, both sets of data are in excellent 
agreement with the Spalding-Chi [ 131 correlation for 
flat-plate boundary layers. 

original method. Our fitting procedure is superior to 
Simpson’s though this does not mean that the present 
data are necessarily the more accurate. 

The calculated variation of c/ along the plate is 
shown in Fig. I; numbers in parentheses denote the 
estimated percentage uncertainty in the values quoted. 
The curves become steeper at high Reynolds numbers 
because the mass transfer rate increases somewhat 

3 PRESENTATION AND DISCUSSION OF EXPERIMENTS 

Figure 6 shows mean velocity profiles for four levels 
of air injection rate; yc denotes the height above the 
wall where the velocity is 99 per cent of that in the free 
stream. There are two main features of these flows: 

< 
3 

firstly, the velocity gradient (outside of the viscous 
sublayer) increases as the level of M increases; second, 
for any given M the profiles for x > 10 in display 
close similarity. 

Among the most difficult to measure-yet most 
interesting-properties of a transpired boundary 
layer is the wall shear stress. The difficulty of measure- 
ment arises because the skin friction coefficient is 
usually found as the small difference between two 
large terms in the integral momentum equation. In 
the present study cI was determined by a least- 
squares tit to the measured momentum thickness, 
some details of which are given in Appendix 2. 
Typically, the standard deviation of the fit was less 
than 0.2 per cent of S, at a mid plate position, com- 
pared with 0.6 per cent obtained oy reprocessing 
Simpson’s [3] data and 2 per cent using Simpson’s 

0 x = IO in. 
‘% x=14ln 

C x- 18 in 

Y /Yc 

FIG. 6. Air injection velocity profiles. 
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FIG. 7. Skin friction coefflciert vs Reynolds number R6, for zero 
pressure gradient with air injection. 

towards the downstream end of the plate. Figure 8 
shows, for R, z 106, the variation of cf/c/,, with 
blowing parameter, 2M/c,,; cJO denotes the level of 
skin friction at the same R, on an impermeable wall. 
It is seen that the present data are in very close agree- 
ment with those of [3]. There the matter might rest 
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FIG. 8. Comparison of skin friction data for different blowing 
rates. 

were it not that Squire [4] reprocessed the data of 
Simpson et al. and concluded that the quoted skin 
friction coefficients were obtained from a poor tit to 
the measured S,fxj variation. The values deduced 
by Squire showed, the resultant c, varying little along 
the plate. We have also reanalysed the Simpson data 
using the present numerical procedure; the outcome 
is shown in Fig. 9. Evidently, the present reprocessing 
tends to support the values deduced by Squire, though 
for RX = lo6 (which was the value of length Reynolds 
number for the data shown in Fig. 8) the reprocessed 
values agree closely with those of the original data. 

With the skin friction determined, we may now 
examine the validity of equation (5) for the variation 
of velocity with y+. From Fig. 10 it is seen that for 
yt c 150 there is a region of the profile where the 

1(1+ _ yt profile is linear with the same slope as 
occurs on an impermeable surface. Increasing the 
level of blowing displaces the profile downwards on 
these axes and leads to the logarithmic region of the 
profile extending to smaller values of $+. 

The functionf(u,+) which appeared in equation (5) 
has been evaluated from our data and plotted in Fig. 
11 along with a number of proposals for the function 
implied by earlier studies. Two lines are shown for the 
Simpson data, one being that proposed by Simpson, 
the second being that which we deduced from re- 
examining the original data. The present results lie 
between the Simpson (reprocessed) and Black and 
Sarnecki curves though closer to the former. 

The influence off(uz) may be eliminated from the 



282 R. J. BAKER and B. E. LAUNDER 

FIG. 9. Re-analysis of Simpson’s skin-friction data. 

FIG. 10. (L + - y, velocity profiles for zero pressure gradieni 
with air injection. 

transpired velocity curves by plotting them in defect 
co-ordinates, Figs. 12 and 13; for no blowing, this 
presentation is identical with the standard velocity- 
defect plot. All the data except the profile at x = 4 in 
collapse very nearly onto a single curve. Coles [14] 
has proposed that for a normal unblown boundary 
layer, the maximum departure of the defect profile 
from the semi-logarithmic law should be about 2.7 
(the data which Coles accepted as “normal” showed 
variations about this value as large as + 15 per cent). 
Except for the profile at x = 4in, the present data 
display a maximum departure from the logarithmic 
line within these limits. We thus conclude that in 
terms of tke transpired defect velocity, (t+G’ - $A), 
the velocity profile for developed blown boundary 
layers is essentially the same as that of the unblown 
profile except for the viscosity-dependent zone im- 
mediately adjacent to the wall. The word “developed” 
was inserted above to indicate that, when transpiration 
does not begin at the leading edge, we must exclude 
from consideration an initial transpired region. This 

“an Driest 

FIG. 11. The variation off( Vz) with injection 
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Y /YG 

FIG. 12. Air injection velocity defect profiles. 

is because the effects of blowing at the surface will 
require some distance to work through to the outer 
edge of the boundary layer. We believe this is why the 
profile at x = 4in appears anomolous. 

‘To obtain the mixing length distribution across the 
flow, the shear stress was first determined by the 
method outlined in Appendix 1. Then, by differentiat- 
ing the mean velocity profile, I was calculated from 
equation (3). The results of the processing are shown 
in Fig. 14 for sixteen profiles spanning all the blowing 
rates. The I-profile can be quite reasonably described 
by a ramp distribution similar to that proposed by 
Escudier [15]: over the inner 15 per cent of the flow 
the data collapse, with little scatter about the line 
i = 0.425y, and over the outer 80 per cent of the shear 
flow the level of mixing length for any profile is 
practically constant. There is, however, a fair amount 
of ordered variation in the height of the plateau over 
this outer region. The mixing length decreases both 
with increasing distance downstream and with in- 
creasing blowing levels. We re-examine this behaviour 
later in conjunction with the comparable data for 
freon injection. 

The final comparison for air injection is derived 
from measurements of wall concentration when a 
tracer of helium (about 2 per cent by volume) was 
introduced into the secondary air supply to show the 
effect of transpiration on the Stanton number. (See 
Baker [16] for details of : ndifications in sampling 
procedure from that described in section 2 for freon 

injection.) In our experiments, St,,, was found from 
measurements of the mass fraction of helium in the 
settling chamber, mC and at the external plate surface, 
m, together with the normalised injection rate M; it 
is readily deduced that: 

Stm = M(mc - nlw)/nlw. (11) 

Equation (11) could not of course be used to determine 
St,,,,,, the Stanton number in the absence of injection. 
Instead, from a knowledge of clO, St, at the same 
position was determined from : 

St, = 2 (4-3. 

For small concentrations of helium cr-% is approxi- 
mately 2.6. It is seen from Fig. 15 that the present 
mass-transfer-based Stanton-number ratio is in almost 

+ 
3. 

+‘o 
3 

Y/Y6 

FIG. 13. Air injection velocity-defect profiles. 

perfect agreement with the best line through the heat- 
transfer data of Moffat and Kays [17]. The result 
suggests that the technique of withdrawing a sample 
through the wall provides a reliable means of deter- 
mining the wall concentration values. 

We now turn to the data for freon injection. First 
it is seen from Figs. 16 and 17 that the velocity and 
concentration profiles on linear scales are very nearly 
self preserving over the downstream half of the plate. 
Indeed the 4 and u/u, profiles for any level of blowing 
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FIG. 14. Mixing length distributions for various air injection rates in 
zero pressure gradient. 

rate are very nearly the same, indicating that over 
most of the flow the effective Prandtl/Schmidt 
number is close to unity (a matter to be confirmed 
directly below). As M is successively raised, the 
profiles are progressively pushed down near the 
wall. Figure 18 shows there is no significant difference 
between the velocity profiles for air or freon injection 
at the same injection rate in the fully turbulent part 
of the layer; because of the very high density fluid 
injected near the wall, however, the profile of p, for 
M = 00078 displays a peak. Figure 19 shows velocity 
profiles for freon injection in transpired velocity 
defect coordinates. Over the outer 95 per cent of the 
boundary layer the profiles for the four injection 
rates collapse with very little scatter onto a single 
curve which, however, is not coincident with that 
for an impermeable surface. The result indicates that 
at lower injection rates than examined here the profile 

Moffat and Kays 

0 I 2 3 4 

M /St,, 

FIG. 15. Comparison of helium tracer and heat transfer data. 
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FIG, 16. Freon injection velocity profiles. 

FIG. 17. Freon injection concentration profiles. 

would not conform with the data shown in Fig. 19; 
for as M tends to zero the profile must approach 
that appropriate to an impermeable wall. 

Profiles of mixing length distribution, obtained in 
the same way as for air injection, are shown in Fig. 
20. Evidently the very steep gradients in density 
near the wail have no influence on the variation of 
mixing length: a linear variation with slope of O-425 
fits the data very well. Over the outer region too, the 
trend of the data is much the same as for air injection 
showing a decrease in 1 with increase in M and with 
distance downstream (with the sole exception of the 
profile for M = 0.~78). Figure 21 shows the value 

u) 

: 

5 

x A.ir I@* 0.0066 

0 Freon & = 0.0078 
o Air ti a 0,0088 

I I I 
0 , 

Y /YG 

FIG. 18. Comparison of freon and air velocity profiles. 

of 1 half-way across the boundary layer plotted as a 
function of R,,, a Reynolds number based upon 
Y, and &,,,/p) which are arguably the appropriate 
length and velocity scales for the outer region of the 
layer. The figure shows that there is a systematic 
decrease of (l/Y,) with Reynolds number for Rmax 
less than 103. At higher Reynolds numbers the mixing 
length appears to level off. The same trends are shown 
for both the air and freon injection though at the 
higher injection rates the freon data show slightly 
lower values of 1. The formula 

I = @075y,(l + exp [ -0.0025 R,,]) 

fits both the freon and air data quite well considering 
the inherent imprecisions in obtaining mixing-length 
distributions from processing mean velocity (and 
density) profiles. This formula is employed in [6] 
as one element in a model of turbulence used for 
extensive predictions of transpired flows. 
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Y/Ye 

FIG. 19. Freon injection velocity-defect profiles. 

Figure 22 brings out an interesting difference 
between the effects of air and freon injection on the 
skin friction coefficient and Stanton number. It is 
evident that nearly twice the level of freon injection 
is required to reduce the friction coefficient by the 
same amount as for air injection. The Stanton num- 
ber curve is, however, virtually unaffected by the 
density ratio. Finally, Fig. 23 shows the distribution 
of the turbulent Prandtl/Schmidt number across the 
boundary layer for four freon injection rates and at 
three stations. The general trend of the data shows a 
smooth decrease from the wall to the outer edge of 
the boundary layer in close agreement with the 
variation proposed by Rotta; there is no consistent 
dependence of u, on injection rate. About 80 per cent 
of the data fall within the uncertainty envelope 
suggested by Simpson et al. [18] obtained from heat 
transfer measurements for air injection, with the 
centre of gravity of our data about 7 per cent higher 
than those of [lg] over the inner half of the layer 
and virtually coincident with it over the outer half. 
The density ratio across the boundary layer reaches 
4.0: 1 for the highest freon injection rates. It is there- 
fore rather encouraging (from the point of view of 
providing a simple model of transpired boundary 
layers) that the turbulent Schmidt number and 

mixing length distributions should turn out to be 
effectively the same as in a uniform density boundary 
layer on an impermeable wall. 

SUMMARISING REMARKS 

The following are the main findings to have emerged 
from this study: 

(a) Over the range of experiments where the 
present work and that of Simpson et al. [3] overlap, 
close agreement is observed between the investiga- 
tions, specifically regarding: 

(i) the influence of M on the level of friction 
coefficient, 

(ii) the dependence of the additive function in the 

++ - y+ relationship on u,‘. 
(iii) the universality of the outer region in trans- 

pired-velocity-defect coordinates 
(iv) the distribution of turbulent Schmidt number 

across the boundary layer. 
(b) Numerical reprocessing of Simpson’s data 

however has confirmed Squire’s [4] finding that the 
quoted values of cI are not consistent with the 
measured variation of momentum thickness. 

(c) The slow withdrawal of fluid through the porous 
surface (withdrawal velocity less than 0.25 per cent 
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FIG. 20. Mixing length distributions for various freon injection rates 
in zero pressure gradient. 
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FIG. 21. Mixing length ratio as a function of the turbulent Reynolds 
number R,,,. 
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FIG. 22. Skin friction and Stanton number variations for 
freon injection. 

of free stream velocity) provided a satisfactory 

method of measuring the value of wall concentration. 

(d) With freon injection the velocity and concentra- 

tion profiles are self-preserving for a given level of 

M. Velocity profiles are not discernibly different 

from those for air injection at the same level of 

blowing. 

(e) With moderate or hign rates of freon injection, 

the outer region of the boundary layer is again sensibly 

independent of the level of blowing when velocity 

profiles are compared in transpired velocity defect 

coordinates. 

(f) About twice the level of blowing is needed with 

freon to cause the same reduction in c, as for air. 
(g) The mixing length distribution across the 

boundary layer is not directly dependent on injection 
rate or transverse density gradients. The indirect 

influence of these parameters is attributable to their 
effect on the turbulence Reynolds number in the 
outer part of the flow. 
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r=rw+ (4.1) 

which, upon elimination ofdp/dx with the Bernoulli equation, 
may be manipulated to: 

Y 

?=Tw+ I[ apu2 
ax a (jpudy) -; ;]dy + P,U,U - uz 

0 0 

(A.2) 

if 

i au -- 
u ax 

is approximated by 

1 dU _c 
U, dx 

then the shear stress distribution may be derived as follows: 

5 -7 
w 

PO% > (A.3) 

where a,, and $ are the displacement and momentum 
thicknesses associated with the region 0 + Y in the boundary 
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( 

Standard deviation 
C, X 103 

6, 
% 

M X lo3 (at Rx = 106) x&in) (a@) (3rd Order poly) No. 
profiles 

0 1.85 3.0 0.20 054 8 

Present 

I .o I.35 2.8 0.19 0.34 I 
data 

1 
2.1 1.05 2.2 0.20 0.45 I 
44 0.52 1.3 0.06 0.10 7 

1 0 3.8 1.9 1.0 
(1.89) 

Simpson* (1.54) 
065 1.15 I.91 1.57 

(0) (2.3) 

(0) (2.5) 

(1.20) 

7.8 6.9 3.8 1.7 

(0) 

0.65 073 0.51 0.68 

(1.7) 

0.71 1.48 1.02 1.897 4t 8 8 I 

* Original values in parenthesis [3]. 
t 2nd order polynomial. 

layer. With the last term on the right of (A.3) written as P,, the 
equation simplifies to: 

s_“s_ds,y MUY 
2-2 dx + 7 + ‘Y (A.4) 

G 

where 

In this form the equation reduces to the standard momentum 
integral equation as y -+ y,. Finally, following [3] we 
further assume that* 

1 dSsy _ 1 d6, 

% dx 6, dx 
(A.5) 

The shear stress distribution then simplifies to a form involv- 
ing only cross-stream integrals: 

where P denotes the value of Py at y = y,. 
The flux distribution may be derived in a similar manner 

to give: 

(A.7) 

where subscript m refers to the mass species equation, and 
Pmy denotes: 

s sm). duo 
uo dx 

* Sample calculations indicated the approximation was 
valid well within 5 per cent. 

APPENDIX 2 

Skin Friction Determination 
As y tends to yG equation (A.4) reduces to the momentum 

integral equation, as follows: 

?&&p-M, 
2 

The main difficulty in using this equation to determine c, 
from experimental data lies in the numerical differentiation 
of S, in the streamwise direction. For a zero pressure gradient 
turbulent boundary layer on an impermeable flat plate 
db,/dx can probably be determined to within T4 per cent 
(see for example the plot c in Fig. 5). For adverse pressure 
gradients and injection, w i, ere both P and M are positive, 
the magnitude of da,/dx and P and M are all of the same 
order, and errors in c can become very large. In these 
circumstances the basic .f orm assumed for the 6,+x j variation 
has marked effect on the results of a least squares analysis of 
the experimental data. Most workers assume a polynomial 
variation of 6, with x, although at least a 3rd-order poly- 
nomial (requiring at least 7 profile measurements) is the 
minimum requirement for a satisfactory fit of the data, and 
even then polynomials only give a ‘good’ fit in the middle of 
the data. 

References [16] and [3] concluded that over a small 
range of RX a power law relation of the following form was 
more appropriate: 

R,, = aRbx+X0, (A.9) 

This implies that for a relatively constant injection rate the 
c - Rx distribution is linear on log-log co-ordinates. A 
d etatled discussion of the method is given in [16]. Here it 
may suffice to remark that to employ this method we need a 
value of x0, the distance from the porous section at which the 
boundary may be supposed to originate. Simpson et al. [3] 
assumed that the virtual origin for all transpiration rates 
was coincident with the start of the transpired region. For 
high injection rates this assumption is adequate, but for 
most of his (and certainly our own) tests, x,, is not negligible. 
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The present method consisted of iterating on the three para- at Rx z lo6 at various injection rates. The results are com- 
meters a, b and x,, to obtain the minimum standard deviation pared with the original data of Simpson [3] at similar 
of the data. For the case where transpiration and pressure injection rates, and also recalculated values of Simpson’s 
gradient were both zero the value of b turned out to be very data using the present procedure. The standard deviation of 
close to 0.8, a commonly accepted value. the data using equation (A.9) is also compared with that 

The following table shows some typical cJ results obtained obtained from a 3rd order polynomial. 

DIE TURBULENTE GRENZSCHICHT MIT GAS-AUSBLASUNG 
I. MESSUNGEN OHNE DRUCKGRADIENT 

Zusammenfasstmg-Es wird iiber die Ergebnisse einer experimentellen Untersuchung der t’ bltlenten 
Grenzschicht mit Massenzufuhr durch die Wand berichtet. Es wurden zwei Injektions-Gase verwendet, 
niimlich Luft und Freon, mit Massenstromen bis zu 0,8 ‘A des Freistrahlstromes. 

Fur Luft-Ausblasung sind die vorliegenden Daten in sehr guter Ubereinstimmung mit Messungen von 
Simpson u.a. [3]. Es ergibt sich ein schwacherer Einfluss der Ausblasung auf die Wandreibung als auf die 
anderen Grossen der Striimung. 

Fur die Freon-Ausblasung sind die gemessenen Geschwindrgkeitsprofle nur wenig verschieden von 
denen, die man erhilt, wenn die gleiche Luftmenge ausgeblasen wird, obwohl die Dichteunterschiede 
zwischen Wandund Freistrahl bei Freon-Ausblasung bis 4: 1 gehen. Geschwindigkeits-und Konzentrations- 
profile werden nach kurzer Anlaufstrecke stabil. Ein Vergleich der Verteilung der Mischungsweglange und 
der turbulenten Schmidt-Zahl zeigt ebenfalls keine deutlichen Unterschiede gegeniiber den Stromungen 

mit konstanter Dichte. 

COUCHE LIMITE TURBULENTE AVEC INJECTION DE GAZ ETRANGER-I. MESURE 
AVEC GRADIENT DE PRESSION NULLE 

R&mu&On presente les rbultats experimentaux d’une etude sur le dtveloppement d’une couche limite 
avec injection parietale de masse. On rtalise I’injection d’air et de freon avec une vitesse &gale a 0,8 pour cent 
de la vitesse massique de l’ecoulement au loin. 

Dans le cas de I’injection d’air les resultats sont en ttroit accord avec ceux de Simpson et Coil [3] montrant 
un effet plus importam de I’injection sur le coefficient de frottement local que dans les autres recherches sur 
cet Bcoulement. 

En ce qui concerne I’injection de freon, bien que la variation de densite entre la paroi et I’tcoulement au 
loin est dans le rapport 4: 1, les pro& de vitesse sont peu differents de ceux obtenus avec la m&me vitesse 
d’air inject& Les profils de vitesse et de concentration sent tous deux affints aprts une region initiale 
de dtveloppement. Les distributions de longueur de melange et de nombre de Schmidt turbulent ne montrent 

pas de difference sensible avec celles qui correspondent aux tcoulements a densitt uniforme. 

TYPBYJIEHTHbIH HOPPAHHYHbIH CJIOH HPH BaYBE HHOPOflHOI’O 
PA3A 

1. M3MEPEHBFI IIPH HYJIEBOM PPAAMEHTE JIABJIEHHH 

AEHOT~IJIWI-B CTaTbe IIpeACTaBJIeHbI pe3yJIbTaTbI 3KCIIepHMeHTaJIbHOrO KCCJIeJ(OBaHaH 

pa3BHTHR Typ6yJIeHTHOrO IIOrpaHIlqHOrO CJIOH C IIOBepXHOCTHbIM BAyBOM BO3flyXa A 4peOHa; 

npHBeAeHHaR CKOpOCTb BAyBa COCTaBJIHJIa A0 O,8o/o CKOpOCTH cBo60~~oro nOTOKa. 

nOJIyYeHHbIe AaHHbIe II0 BAyBy BO3AyXa 04eHb XOpOIHO COrJIaCyIoTCH C H3MepeHHHMH 

CI4MIICOHa II Ap [3], B HCCJIeAOBaHHHX KOTOpOrO IIOKa3aHO 6onee cna6oe BJIMFIHEle BAyBa Ha 

JIOKaJIbHbIi KO3I##HQHeHT IIOBepXHOCTHOrO TpeHHR II0 CpaBHeHHH) CApyrHMI? aHaJIOrWIHbIMA 

pa60TaMn. 

npll BAyBe $lpeOHa,KOrJ(aIIJIOTHOCTb BHemHerO IIOTOKaH IIJIOTHOCTb ra3aB IIpkiCTeHOqHOti 

o6nacTu IIMeIoT COOTHOmeHHe 4:1, I43MepeHHbIe IIpO@JIM CKOpOCTet ManO OTJIWiaIOTCR OT 

IIpO@L'Ieti, IIOJIy'leHHbIX IIpll BAyBe BOaAyXa, IlOAaBaeMOl-0 C TOih )Kf2 HHTeHCHBHOCTbIO. 

npOQiMJIll CpeAHdi CKOPOCTH II npO@IiT%i KOHIfeHTpaqIJH CTBHOBRTCFI jXi3BIITbIMH 38 30H08 

rtopoTKoronasanb~oroysacTKa.CpaB~eKclepacnpe~eneH~B~na~bIc~emeH~crTyp6y~eHTKblx 

YAcen NMllATa TaKHCe yKasbIBaeT Ha OTCyTCTBLie 3aMeTHOrO pasnnqnn OT panpeAeneKW, 

IIOJIyqeHHbIX B IIOTOKaX paBHOMepHOti IIJIOTHOCTH. 


